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About

Fractional calculus deals with the study and application of integrals and derivatives of

non-integer order. These operators, unlike the classic operators of integer order, are

non-local operators and are better suited to describe phenomena with memory (with

respect to time and/or space).

Although the basic ideas of fractional calculus go back over three centuries, only in recent

decades there has been a rapid increase in interest towards this �eld of research, due

not only to the increasing use of fractional calculus in applications in biology, physics,

engineering, probability, etc., but also thanks to the availability of new and more powerful

numerical tools that allow for an e�cient solution of problems that until a few years

ago appeared unsolvable.

In fact, numerical analysis plays a decisive role in fractional calculus. The analytical

solution of fractional di�erential equations (FDEs) appears even more di�cult than in

the integer case and, therefore, practically every type of application of fractional calculus

requires adequate numerical tools.

This workshop, therefore, aims to bring together the two communities of numerical

analysts operating in this �eld � the one working on methods for the solution of di�erential

problems and the one working on the numerical linear algebra side � to share knowledge

and create synergies. It also intends to encourage meetings with researchers who deal with

these problems from a more applicative point of view, both in �elds such as mathematical

physics and in �elds with an higher technological content such as image recognition and

engineering (especially in the automatic control of systems).

The main topics of the workshop are:

• Numerical methods for di�erential problems of fractional order

• Solving systems of large linear equations with dense matrices and use of precondi-

tioners

• Fractional Laplacian

• Image processing using fractional operators
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• Application in physics of fractional operators

• Machine learning techniques in the fractional environment

Organizing committee

• Angelamaria Cardone, Università di Salerno

• Marco Donatelli, Università degli Studi dell'Insubria

• Fabio Durastante, Università di Pisa

• Roberto Garrappa, Università degli Studi di Bari

• Mariarosa Mazza, Università degli Studi dell'Insubria

• Marina Popolizio, Politecnico di Bari

Fundings

The workshop is �nanced by

• � Istituto Nazionale di Alta Matematica �Francesco Severi�

• � Dipartimento di Matematica, Università di Salerno
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Program

Monday, July the 12th

9:30�9:55 Opening

9:55�10:45 �

M. Stynes
Beijing

Computational

Science Research

Center

Second-order error analysis of the

averaged L1 scheme for a

time-fractional subdi�usion problem.

10:45�11:15 Co�ee break

11:15�11:40 �
R. Garrappa

Università degli Studi

di Bari

Variable-order fractional calculus: a

change of perspective

11:40�12:05 �
A. Giusti
ETH Zurich

Fractional Newtonian Gravity and

Galactic Dynamics

12:05�12:30 �
A. Cardone

Università di Salerno

Spline collocation methods for

fractional di�erential equations:

theoretical and computational aspects

12:30�14:30 Lunch

14:30�15:05 �
YoungTalk Blitz

• A. A. Casulli

• F. Cinque

• L. Cristofaro

• P. Ferrari

• G. Giordano

• G. Pagano

15:05�15:30 �
R. Garra

Università di Roma

�La Sapienza�

Hadamard-type fractional heat

equations and ultra-slow di�usions

15:30�15:55 �
A. Jannelli

Università di Messina

Exact and Numerical Solutions of

Fractional ReactionDi�usion Equations

15:55�16:30 Co�ee break

16:30�16:55 �

L. Gerardo-

Giorda
Johannes Kepler

Universität

The semigroup approximation to

Fractional Elliptic equations

16:55�17:40 �
A. Salgado
University of

Tennessee

Numerical methods for spectral

fractional di�usion
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Tuesday, July the 13th

9:30�9:55 �
J. Pearson

The University of

Edinburgh

Fast Solvers for Optimization Problems

with FDE Constraints

9:55�10:45 �
B. Jin

University College

London

Discovering the subdi�usion model in an

unknown medium

10:45�11:15 Co�ee break

11:15�11:40 �
I. Simunec
Scuola Normale

Superiore

Rational Krylov methods for fractional

di�usion problems on graphs

11:40�12:05 �
F. Durastante
Università di Pisa

Mittag-Le�er functions and their

applications in network science

12:05�12:30 �
M. Popolizio
Politecnico di Bari

On the e�cient numerical computation

of the matrix Mittag-Le�er function

12:30�14:40 Lunch

14:40�15:05 �
M. Mazza

Università degli Studi

dell'Insubria

On B-spline collocation matrices for

(Riemann-Liouville or Caputo) Riesz

fractional operator and their spectral

properties

15:05�15:30 �
K. Trotti

Università degli Studi

dell'Insubria

Anisotropic multigrid preconditioners for

space-fractional di�usion equations

15:30�15:55 �

S. Massei
Technische

Universiteit

Eindhoven

Rational Krylov for evaluating inverse

fractional powers: convergence and pole

selection

15:55�16:30 Co�ee break

16:30�16:55 �
F.S. Pellegrino
Libera Università

Mediterranea

Spectral methods in Peridynamics

models

16:55�17:40 �
M. D'Elia

Sandia National

Laboratories

A uni�ed theory of fractional and

nonlocal calculus and its consequences

on nonlocal model discovery
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Wednesday, July the 14th

9:30�9:55 �
M. Stoll
Technische

Universität Chemnitz

Low-rank solvers for fractional

equations in simulation and optimization

9:55�10:45 �
M.K. Ng

The University of

Hong Kong

Preconditioning Methods for Fractional

Di�usion Equations

10:45�11:15 Co�ee break

11:15�12:05 �
L. Banjai
Heriot-Watt

University

Fast computation of sub-di�usion and

wave equations with frequency

dependent attenuation

12:05�12:30 �
F. Pitolli

Università di Roma

�La Sapienza�

On the numerical solution of fractional

di�erential equations by spline

quasi-interpolant operators

12:30�14:30 Lunch

14:30�14:55 �
P. Novati

Università di Trieste

A truncated Laguerre approach for the

fractional power of operators

14:55�15:40 �
J. Shen

Purdue University

E�cient and accurate space-time

numerical methods for solving

time-fractional PDEs

15:40�15:50 Closing
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Keynotes

Fast computation of sub-di�usion and wave equations
with frequency dependent attenuation �

L. Banjai, Heriot-Watt University Wednesday 11:15�12.05

We describe a new fast and oblivious quadrature for fractional time derivatives. This

is based on a new approach to the computation of the inverse Laplace transform, that

allows for a single contour and single quadrature to be used for all times. This signi�cantly

simpli�es the implementation while retaining (and improving) the excellent e�ciency of

the original oblivious algorithm. As a �rst application, we describe two ways of solving

the time-fractional sub-di�usion equation using these ideas. We end the talk with an

application to acoustic wave equation with frequency dependent attenuation .

The talk is based on joint work with Katie Baker and Maria Lopez Fernandez.

A uni�ed theory of fractional and nonlocal calculus and
its consequences on nonlocal model discovery �

M. D'Elia, Sandia National Laboratories Tuesday 16:55�17:40

Nonlocal and fractional models capture e�ects that classical partial di�erential equations

cannot describe; for this reason, they are suitable for a broad class of engineering and

scienti�c applications that feature multiscale or anomalous behavior. This has driven a

desire for a vector calculus based on nonlocal and fractional derivatives to derive models

of, e.g., subsurface transport, turbulence, and conservation laws. In the literature, several

independent de�nitions and theories of nonlocal and fractional vector calculus have been

put forward. This fragmented literature su�ers from a lack of rigorous comparison and

uni�ed notation, hindering the development of nonlocal modeling. In this work we provide

a uni�ed theory and connect all the dots by de�ning a universal form of nonlocal operators

under a theory that includes, as a special case, several well-known proposals for fractional

vector calculus in the limit of in�nite interactions.
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Discovering the subdi�usion model in an unknown
medium

�

B. Jin, University College London Tuesday 9:55�10:45

The subdi�usion phenomenon is now widely recognized in many engineering and physical

applications. The mathematical models for subdi�usion involve several parameters, e.g.,

di�usion coe�cient, potential, initial and boundary conditions along with the order of

derivation. Sometimes some of these parameters are not readily available, but one can

measure additional information about the solution. Then one natural question is how much

we can say about the mathematical model. In this talk, I will discuss several theoretical

and computational results on determining the order of derivation and other parameters

when the other problem data are not fully speci�ed.

Preconditioning Methods for Fractional Di�usion Equa-
tions

�

M.K. Ng, The University of Hong Kong Wednesday 9:55�10:45

In this talk, we discuss some preconditioning methods for fractional di�usion equations.

Also preconditioning for time fractional di�usion inverse source problems is studied.

Numerical examples are reported to demonstrate these preconditioning techniques.

Numerical methods for spectral fractional di�usion �

A. Salgado, University of Tennessee Monday 16:55�17:40

We present three schemes for the numerical approximation of the spectral fractional

Laplacian. The �rst method uses a rational approximation to approximate negative frac-

tional powers of an operator. The second is a discretization of the so-called Balakrishnan

formula, which expresses fractional powers of a positive operator. The third, is a PDE

approach that exploits the extension to one higher dimension. We discuss pros and cons

of each method, and error estimates. Time permitting, we extend some of these to more

general problems, both steady, time dependent; linear, and nonlinear. We show illustrative

simulations, applications, and mention challenging open questions.

E�cient and accurate space-time numerical methods
for solving time-fractional PDEs �

J. Shen, Purdue University Wednesday 15:05-15:55

It is well known that solutions of time-fractional ODEs/PDEs exhibit weak singularities

at t = 0 so that usual approximation techniques do not yield accurate results.
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In this talk, we present two classes of numerical methods to address this problem: The

�rst one is based on the generalized Jacobi functions with enrichment, while the second

one is based on a new set of log orthogonal functions (LOFs). Space-time Galerkin

and Petrov-Galerkin approaches will be used. We shall show rigorous error analysis with

high-order convergence rate for both methods despite the weak singularities at t = 0, and

present ample numerical results to demonstrate the e�ectiveness of our methods.

Second-order error analysis of the averaged L1 scheme
for a time-fractional subdi�usion problem �

M. Stynes, Beijing Computational Science Research Center Monday 9:55�10:45

Subdi�usion initial-boundary value problems with a Caputo temporal derivative of order

α ∈ (0, 1) are considered. An averaged variant of the well-known L1 scheme is proved

to be O(N−2) convergent on suitably graded meshes with N points, improving the

O(N−(2−α)) convergence rate of the basic L1 scheme. The analysis relies on a delicate

decomposition of the temporal truncation error that yields a sharp dependence of the

order of convergence on the degree of mesh grading used. This averaged L1 scheme can

be combined with �nite di�erence or �nite element discretisations in space, for which

error bounds are derived that have sharp orders of convergence in both time and space.

Numerical experiments support our results.

11



Talks

Spline collocation methods for fractional di�erential
equations: theoretical and computational aspects �

A. Cardone, Università di Salerno Monday 12:05�12:30

Spline collocation methods are a powerful tool to discretize fractional di�erential equations,

since they have a high order of convergence and strong stability properties. In this talk,

we illustrate the convergence and stability analysis of one and two step spline collocation

methods. We pay attention also to the e�cient implementation of these methods, which

requires the evaluation of fractional integrals. Some numerical experiments are provided

to con�rm theoretical results and to compare one and two step collocation methods.

This is a joint work with B. Paternoster and D. Conte.

Mittag-Le�er functions and their applications in net-
work science

�

F. Durastante, Università di Pisa Tuesday 11:40�12:05

In network analysis measures of centrality identify the most important vertices within a

graph. In this talk we will describe a complete theory for walk-based centrality indices

de�ned in terms of Mittag-Le�er functions. This overarching theory includes as special

cases well-known centrality measures like subgraph centrality and Katz centrality. We will

introduce a family of indices parametrized by two numbers; by letting these vary, one can

show that Mittag-Le�er centralities interpolate between degree and eigenvector centrality,

as well as between resolvent-based and exponential-based indices. To provide guidelines

on parameter selection we will discuss some modeling and computational issues. The

theory is then extended to the case of networks that evolve over time.

Hadamard-type fractional heat equations and ultra-slow
di�usions

�

R. Garra, Università di Roma �La Sapienza� Monday 15:05�15:30

Ultra-slow di�usion processes include a wide class of di�erent stochastic processes char-

acterized by a logarithmic growth of the mean squared displacement. In this talk we will

consider di�usion equations involving Hadamard-type time-fractional derivatives related

to ultra-slow random models. We �rst analyze the abstract Cauchy problem involving
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the Hadamard-type fractional derivative and discuss the stochastic interpretation of its

solution, by using the theory of time-changed processes. Then, we consider in detail the

particular case of heat-type equations based on the Hadamard-type fractional derivative

that can be directly related to ultra-slow di�usions. The ultra-slow behavior emerges from

the explicit form of the variance of the random process arising from our analysis. We

�nally underline the utility of the applications of the more general fractional derivatives

w.r.t. another function in di�usive models and the possible future applications.

Variable-order fractional calculus: a change of perspec-
tive

�

R. Garrappa, Università degli Studi di Bari Monday 11:15�11:40

Derivatives and integrals of variable fractional order �nd application in several �elds and

a number of attempts to generalize constant-order operators have been made. In this

talk we present a completely di�erent approach based on the seminal ideas presented in

1972 by the Italian engineer G.B.Scarpi. Instead of generalizing the usual de�nitions of

constant-order operators in the time domain (as it is usually proposed), it is the Laplace

transform representation of the standard fractional-order derivative and integral which is

extended to cover the variable-order case. This simple but powerful idea has been recently

framed in the robust mathematical theory of General Fractional Derivatives and Integrals

based on Sonine equations. Since the analytical representation of these variable-order

fractional derivatives and integrals is possible only in the Laplace transform domain, the

proposed approach requires an extensive use of numerical techniques for the accurate

inversion of the Laplace transform which are discussed in this talk.

The semigroup approximation to Fractional Elliptic
equations �

L. Gerardo-Giorda, Johannes Kepler Universität Monday 16:30�16.55

We present a numerical discretization that combines quadratures rules with �nite element

methods for the spectral Laplacian associated to di�erent type of boundary conditions.

Relying on the integral formulation of the operator via the heat-semigroup formalism,

such formulation can handle at once cartesian domains and multi-dimensional (possibly

irregular) geometries. We discuss the numerical approximation of the corresponding

fractional Poisson problem, and we show super quadratic convergence rates up to O(h4)

for su�ciently regular data, or simply O(h2s) for data in L2(Ω). We illustrate our �ndings

with some numerical tests.
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Fractional Newtonian Gravity and Galactic Dynamics �

A. Giusti, ETH Zurich Monday 11:40�12:05

In this presentation I provide a derivation of some characteristic e�ects of Milgrom's

modi�ed Newtonian dynamics (MOND) from a fractional version of Newton's theory based

on the fractional Poisson equation. Speci�cally, I employ the properties of the fractional

Laplacian to investigate the features of the fundamental solution of the proposed model.

Then, taking advantage of the Tully-Fisher relation, as the fractional order s approaches

3/2, I relate the typical length scale emerging from this modi�cation of Newton's gravity

with the critical acceleration a0 of MOND. Finally, I explain the need for a variable-order

version of the proposed model in order to properly capture the phenomenology of galactic

dynamics.

Exact and Numerical Solutions of Fractional Reaction�
Di�usion Equations �

A. Jannelli, Università di Messina Monday 15:30�15:55

We present a procedure that combines the Lie symmetry analysis with the numerical

methods to get exact and numerical solutions of fractional reactiondi�usion equations.

By the Lie symmetries, the original model, de�ned in terms of the Riemann-Liouville

fractional derivatives, is reduced to fractional di�erential equations with smaller number of

independent variables or, also, to fractional ordinary di�erential equations. By introducing

the Caputo derivative, the reduced equations are numerically solved by the classical

numerical methods. Numerical results show the e�ciency and the reliability of the

proposed approach for solving a wide class of fractional models.

Rational Krylov for evaluating inverse fractional powers:
convergence and pole selection �

S. Massei, Technische Universiteit Eindhoven Tuesday 15:30�15:55

Evaluating the action of a matrix function on a vector, that is x = f (M)v , is a ubiquitous
task in applications. When the matrixM is large, subspace projection methods, such as

the rational Krylov method, are usually employed. In this work, we provide a quasi-optimal

pole choice for rational Krylov methods when f is either Cauchy-Stieltjes or Laplace-

Stieltjes for a positive de�nite matrixM. This includes the case f (z) = z−α with α > 0,

which arises when solving fractional di�usion problems.

Then, we consider the case when the argumentM has the Kronecker structureM =
I ⊗ A+ B ⊗ I, and v is obtained by vectorizing a low-rank matrix. This �nds application,
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for instance, in solving two-dimensional FDEs on rectangular domains. We introduce an

error analysis for the numerical approximation of x . Pole choices and explicit convergence

bounds are given also in this case.

On B-spline collocation matrices for (Riemann-Liouville
or Caputo) Riesz fractional operator and their spectral
properties

�

M. Mazza, Università degli Studi dell'Insubria Tuesday 14:40�15:05

In this work, we focus on a fractional di�erential equation in Riesz form with Riemann-

Liouville fractional derivatives discretized by a polynomial B-spline collocation method. For

an arbitrary polynomial degree p, we show that the resulting coe�cient matrices possess

a Toeplitz-like structure. We investigate their spectral properties via their symbol and we

prove that, like for second order di�erential problems, also in this case the given matrices

are ill-conditioned both in the low and high frequencies for large p. More precisely, in the

fractional scenario the symbol has a single zero at 0 of order α, with α the fractional

derivative order that ranges from 1 to 2, and it presents an exponential decay to zero at

π for increasing p that becomes faster as α approaches 1. This translates in a mitigated

conditioning in the low frequencies and in a deterioration in the high frequencies when

compared to second order problems. Moreover, we perform a numerical study of the

approximation behavior of polynomial B-spline collocation. This study suggests that, in

line with non-fractional di�usion problems, the approximation order for smooth solutions

in the fractional case is p+2−α for even p, and p+1−α for odd p. Finally, we discuss

what changes in terms of matrices and related spectral distribution when replacing the

Riemann-Liouville fractional derivatives with the Caputo ones.

A truncated Laguerre approach for the fractional power
of operators �

P. Novati, Università di Trieste Wednesday 14:30�9:55

In this work we consider the numerical approximation of L−α, 0 < α < 1, where L is

a self-adjoint positive operator acting on a separable Hilbert space H, with spectrum

σ(L) ⊆ [c,+∞), c > 0. This problem �nds immediate application when solving equations

involving a fractional di�usion term like (−∆)α where ∆ denotes the standard Laplacian.

By exploiting the existing representations of the function λ−α in terms of contour

integrals, after suitable changes of variable and quadrature rules one typically �nds rational

approximations of the type

L−α ≈ Rn−1,n(L), Rn−1,n(λ) =
pn−1(λ)

qn(λ)
, pn−1 ∈ Πn−1, qn ∈ Πn,
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where n is equal or closely related to the number of points of the quadrature formula.

In this work we consider a particular integral representation that leads to the the use of a

truncated Gauss-Laguerre rule. We show that the error decays exponentially and that is

well estimated by

8 sin(απ) exp
(
−5α1/2k1/2n

)
where kn is number of operator inversions. The method is then very fast and the quality

of the above estimate allows to de�ne a-priori n and kn in order to ful�l a given tolerance.

The poles can also be fruitfully used to construct a rational Krylov method for applications

where only the action of L−α is needed.

Fast Solvers for Optimization Problems with FDE Con-
straints

�

J. Pearson, The University of Edinburgh Tuesday 9:30�9:55

In this talk we consider fast iterative solvers and preconditioners for optimization problems

where fractional di�erential equations act as constraints. A focus is on the multilevel

Toeplitz structure of a number of such problems, for which it is found to be valuable to

apply multilevel circulant preconditioners to accelerate iterative methods. We also examine

problems with additional bound constraints imposed on the solution, and we devise an

Alternating Direction Method of Multipliers (ADMM) framework coupled with iterative

solvers and multilevel circulant preconditioners for the resulting linear systems. Although

we work with dense linear systems, we are able to keep the storage requirements linear with

respect to grid size N, while ensuring order N log N computational complexity. We also

brie�y discuss some other approaches for preconditioning FDE-constrained optimization

problems, including a low-rank tensor-product solver which will be outlined in detail by

another speaker.

Spectral methods in Peridynamics models �

F.S. Pellegrino, Università de L'Aquila Tuesday 16:30�16:55

Peridynamics is a non local theory for dynamic fracture analysis consisting in a second

order in time partial integro-di�erential equation. In this talk, we describe numerical

methods for both the linear and the non linear models. In particular, we implement

a spectral method with volume penalization for the space discretization based on the

Fourier expansion of the solution, while we consider the Newmark- and the Stormer-Verlet

method for the time marching. This computational approach takes advantages from the

convolutional form of the peridynamic operator and from the use of the discrete Fourier

transform. We show a convergence result for the fully discrete approximation and study

the stability of the method applied to the linear peridynamic model. We additionally
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study the eigenvalues of the peridynamic operator and perform several numerical tests

and comparisons to validate our results.

On the numerical solution of fractional di�erential equa-
tions by spline quasi-interpolant operators �

F. Pitolli, Università di Roma �La Sapienza� Wednesday 12:05�12:30

The nonlocal behavior of the fractional derivative poses a challenge when constructing

numerical methods to solve fractional di�erential problems. Collocation methods seem

to provide a good compromise between accuracy and e�ciency. In fact, collocation

methods are global methods that approximate the solution in the whole discretization

interval, thus taking into account the nonlocal behavior of the fractional derivative. On

the other side, the use of local operators to approximate the solution allows us to keep a

low computational cost. In this talk, I will present some recent results on the numerical

solution of some fractional di�erential problems by a collocation method based on spline

quasi-interpolant operators. Quasi-interpolant operators are approximating operators that

reproduce polynomials up to a given degree. For this reason, they have a great �exibility

that can be used to preserve special properties of the function to be approximated. I will

show the performance of the proposed method through numerical experiments.

On the e�cient numerical computation of the matrix
Mittag-Le�er function �

M. Popolizio, Politecnico di Bari Tuesday 12:05�12:30

Important applications in fractional calculus require the numerical computation of the

Mittag-Le�er function with matrix arguments. This topic presents sensitive issues that

need to be properly addressed. Furthermore, ad hoc numerical strategies are required when

large matrices are involved. Numerical methods will be presented, along with numerical

tests to demonstrate their e�ectiveness.

Rational Krylov methods for fractional di�usion prob-
lems on graphs �

I. Simunec, Scuola Normale Superiore Tuesday 11:15�11:40

The solution to the fractional di�usion equation on a directed network can be expressed

as f (LT )b, where L is the graph Laplacian and f is a function involving fractional powers,

with a branch cut on the negative real line. Since L is a singular matrix, Krylov methods

for f (LT )b may converge slowly. To achieve faster convergence, we propose to use

rational Krylov methods applied to a desingularized version of the graph Laplacian. We

present three di�erent desingularization strategies and we compare their e�ectiveness

with numerical experiments on real-world networks.
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Low-rank solvers for fractional equations in simulation
and optimization �

M. Stoll, Technische Universität Chemnitz Wednesday 9:30�9:55

When discretized with �nite di�erence schemes FDEs lead to dense but highly structured

linear systems. In particular, we see a Kronecker product structure involving Toeplitz

matrices. As the curse of dimensionality hits we want to use this structure to approximate

the solution to the linear system in low rank form where we approximate the solution

with high accuracy but a fraction of the storage cost. We will illustrate this both in the

simulation as well as the optimization setup.

Anisotropic multigrid preconditioners for space-
fractional di�usion equations �

K. Trotti, Università degli Studi dell'Insubria Tuesday 15:05�15:30

In this talk, we focus on a two-dimensional space-fractional di�usion problem discretized

by means of a second order �nite di�erence scheme obtained as combination of the

Crank-Nicolson scheme and the so-called weighted and shifted Grünwald formula. E�cient

multigrid strategies for the resulting Toeplitz-like linear systems have shown to be e�ective

when the fractional orders are both close to 2. Here we seek to investigate how multigrid

approaches can be e�ciently extended to the case where only one of the two fractional

order is close to 2, while the other is close to 1. In other words, we consider space-fractional

di�usion problems that involve an intrinsic anisotropy in the direction corresponding to the

minimum fractional order. We design a multigrid preconditioner where the grid transfer

operator is obtained with a semicoarsening technique and the smoothing is performed with

relaxed Jacobi whose damping parameter is accurately estimated by using a symbol-based

approach. Moreover, for large-sized problems a further improvement in the robustness of

the multigrid method can be reached using a V-cycle with semicoarsening as smoother.

The scaled-Laplacian matrix is used in the direction where the fractional derivative order

is close to 2, while in the other direction a rediscretization is adopted. Several numerical

results con�rm that the resulting multigrid preconditioner is computationally e�ective and

outperforms current state of the art techniques.
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YoungTalk Blitz

These are the topic covered by the early-career researchers for their 5-minute communi-

cation. They will brie�y introduce what they are working on and pitch their ideas.

Equation dependent numerical methods for FDEs �

A.A. Casulli, Scuola Normale Superiore

The computation of the inverse of the α-th power of a Kroneker sum is an important

task for many application; for instance in the numerical resolution of fractional PDEs is

often needed the computation of (I ⊗A+B⊗ I)−α, for some matrices A,B. We propose

a way to approximate the function f (ξ) = ξ−α, for α ∈ (0, 1) with a sum of exponentials,

that is

f (ξ) ≈
k∑
j=1

wje
−βjξ.

This allows an easy evaluation in a Kroneker sum, by exploiting the Kroneker form of the

exponential of a Kroneker sum (i.e., eI⊗A+I⊗B = eA ⊗ eB). Moreover, we provide upper

bounds on the errors computed using such approximations.

Sum of Independent Generalized Mittag-Le�er Ran-
dom Variables and Related Fractional Processes

�

F. Cinque, Università di Roma �La Sapienza�

We study the distribution of the sum of independent and non-identically distributed

generalized Mittag-Le�er random variables by means of the Laplace transform.

The probability density can be expressed in terms of a multivariate analogue of the

MittagLe�er function. We then apply the result on the convolution of generalized

Mittag-Le�er to study some state-dependent fractional point processes. We present

their explicit probability mass functions as well as their connections with the fractional

integral/di�erential equations. In particular, we focus on the point process whose waiting

times are given by independent Mittag-Le�er random variables which alternates N couples

of parameters (νi , λi) ∈ (0, 1]× (0,+∞), i = 1, . . . , N.

In the case of two alternating kinds of Mittag-Le�er distributed waiting times we present

the conditional arrival times and we show an application to the telegraph process.
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Hadamard-Type Fractional Heat Equations on bounded
domains

�

L. Cristofaro, Università di Roma �La Sapienza�

Since the �rst time a fractional Cauchy problem was considered [Nigmatullin, 1986], the

concern about this topic has increased. Nowadays many fractional operators have been

de�ned: Caputo, Riemann-Liouville, Prabhakar are the most famous cases which can

describe di�erent kinds of physical phenomena. In this work, we focus on the di�usion

problem led by Hadamard type fractional derivative operator on a bounded domain in the

d-dimensional euclidean space. The results will be given by a probabilistic and analytic

point of view.

Fractional-Order Perona-Malik Di�usion for Image De-
noising �

P. Ferrari, Università degli Studi dell'Insubria

In 1987, Perona and Malik presented a denoising technique expressed in terms of a nonlinear

partial di�erential equation that includes a di�usion coe�cient given as a function of

the gradient of the image. Their approach has recently been improved by means of the

combination of integer-order operators with a di�usion coe�cient that is a function of the

fractional gradient of the image. In this talk, we consider the GrünwaldLetnikov de�nition

of fractional derivatives and we give an idea on how to discretize the fractional-order

anisotropic di�usion equation on a square lattice, using central �nite di�erences with 8

points.

Continuous extensions of numerical methods for
Stochastic Fractional Di�erential Equations �

G. Giordano, Università di Salerno

We present a technique to provide continuous-time extension of numerical methods

solving Stochastic Fractional Di�erential Equations (SFDEs). The basic idea we follow is

closely related to the classic scenario of deterministic collocation methods for ordinary

di�erential equations, useful to provide accurate error estimates and to perform a variable

step-size implementation. The building block of this analysis is the continuous extension

of Euler Maruyama method, whose e�ectiveness is also con�rmed by selected numerical

experiments.

This is a joint work with B. Paternoster, R. D'Ambrosio and D. Conte.

20



Equation dependent numerical methods for FDEs �

G. Pagano, Università di Salerno

In this talk we describe techniques that allow to enlarge the absolute stability regions of

classical explicit numerical methods for Ordinary Di�erential Equations (ODEs). The

basic idea of these techniques consists in the modi�cation of method coe�cients, which

result in depending on the Jacobian of the ODE to be solved. We then analyze the

possibility to apply these methodologies to numerical methods for Fractional Di�erential

Equations (FDEs), in order to obtain an improvement in terms of accuracy and stability

properties.

This is a joint work with Prof. Beatrice Paternoster and Dajana Conte.
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Useful information

Venue

The workshop will take place at Best Western Globus Hotel in Viale Ippocrate, 119,

00161, Roma (RM), inside the Ping room.

The Best Western Globus Hotel can be easily reached

� By car From any direction, follow the signs for the �Grande Raccordo Anulare� and

take Via Tiburtina. Then follow the signs for either the University of Rome �La

Sapienza� or the �Policlinico� Hospital. Just before the University, turn right into

Via del Castro Laurenziano.

� By plane

� From Rome Fiumicino Leonardo da Vinci Airport, use the Trenitalia train

connection, a taxi or the Cotral bus service to reach Rome Termini Central

Station. From here see �By Train�.
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� From Rome Ciampino Giovan Battista Pastine Airport, reach Rome Termini

Central Station by taxi, by bus (service of the Atral, Cotral, Sit and Terravision

companies) or by train + bus (train to Ciampino and Cotral / Schia�ni bus).

From here see �By Train�

� By train

� From Roma Termini Station, take bus 310 or Metro line B in the direction of

Rebibbia to the Policlinico stop. Then take Viale Regina Margherita along the

Policlinico Umberto Primo and turn left into Viale Ippocrate.

� From Rome Tiburtina Station take bus 492-490-495.
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Special volume

We wish to collect contributes for a volume in the Springer INdAM Series.

This series publishes textbooks, multi-authors books, thesis and

monographs in English language resulting from workshops, con-

ferences, courses, schools, seminars, doctoral thesis, and research

activities carried out with the support of the INdAM - Istituto

Nazionale di Alta Matematica.

The books in the series usually discuss recent results and analyze

new trends in mathematics and its applications.

• The series is index in Scopus,

• The LATEXtemplate for contriuted books can be downloaded

from https://resource-cms.springernature.com/springer-

cms/rest/v1/content/22268/data/v1, please refer to the

Springer webpage1 for stylistic matter and informations.

The submission procedures will appear on the website at the end

of the workshop.

1https://www.springer.com/gp/authors-editors/book-authors-editors/your-publication-

journey/manuscript-preparation
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